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1 Holomorphic functions

A complex function f(z,y) = u(x,y) +iv(z,y) can be also regarded as a function of
z =2 +1iy and its conjugated Z because we can write

z2+Z z2—7Z2 2+zZ z2—7Z L 2+ Z z2—Z

N ) = ) H vl 5

Classically a holomorphic function f was defined as a function f such that the expres-

sion u(#52, Z5) +1v(52, 52) does not contain, after simplification, the letter Z or what

is the same f does not depend upon Z.

It is standard to denote O(D) the set of holomorphic functions on D.

From calculus we know that a given function f do not depends on a variable, say w
if the partial derivative g—i is identically zero.

So a simpler way of saying that a function f does not depend on Z is as follows:

of
G==0 (1)

The problem is that we have no definition of the partial derivative with respect to Z.
Example 1.1. Any polynomial f(2) = an2™ + an_12"" 1+ -+ +ag gives an holomorphic
function. Moreover, a convergent power series f(z) = Y poy cxz® gives a holomorphic

function in his disc of convergence. The function f(x,y) = x® + y? is not holomorphic.
Why?.
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To give a meaning of the partial derivatives % and % we assume that such partial

derivatives do exists and try to find their definition as follows:

af of . _9f of

d —dr + —dy = =—dz + —=dz 2
/= ox * oy ° Oz * 0z )
and since x = £ and y = 5 we get
dz +dz
dr = 5
dz —dz
dy="3;
so we get
df = afd + gy
33/

_0_f dz +dz +8_f dz —dz
-~ Ox 2 Oy 2i

_(1af 10f 10f  10f\ .
—(ﬁwlay)d”(éa—x 2i8y)dz'

Then we give the following definition of the complex partial derivatives:

of .. 10f 4 10f
0z "~ 20z " 2i0y
of _ 10/ _10f
0z © 20z 210y

If f is differentiable! we get

J(2) = f(0) _ (= 20) + 4G =) + ol = ) 5

Z2— 2 2= 20
Thus, we get that ‘?—é = 0 if and only if the Newton’s quotient has a limit. Namely,
- f(2) = f(=) of
1 = 4
Jim SEEE () = 2 (e0) 4

Indeed, since g—’; = 0 we get equation (4) when z — z, from equation 3 and viceversa
since the limit of the quotient

SHRNY

!For example if the partial derivatives of u,v are continuous functions.

Mathematical Methods, L2 2 Mathematical Methods



1.1 Chain rule MM Vercelli.

does not exist when z — 0.

1.1 Chain rule

Here is simple consequence of (2). Assume that f € O(D) and that z: [a,b] — D is a
curve, i.e. z(t) = z(t) +iy(t). Then,

A5E0) _ e
S — ) )
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Cauchy-Riemann’s conditions

We can define f to be holomorphic if either the limit (4) do exists or equivalently if
oaf —
0z :

Now assume that f is holomorphic. Then % = (. We can write this condition in

terms of the partial derivatives of the functions u, v as follows:

O_f_au—i-iv

0z 0z
_ou div
9z 0z

_18u 10u 10iv 1 div

- 20z 218y+2 or 21 0y

_ 1%_1@ _|_' 1@4_1@
S \20x 20y "\ 20s 20y

and we obtain the famous conditions for a holomorphic function

f =u-+ 1v
{Zx - UyU (5)
Yy — Uz

Here is how Riemann originally found the above equations.

By equation (4) the quotient
du+idv

dz +idy
is well defined, i.e. independent of dx,dy . So computing the differential in the numerator

we have
(uy +iv,)do + (v, —iuy,)idy

dz +idy
and this is independent of dz,dy if and only if

(ug +1vy) = (vy —iuy)
which are equations (5).

Theorem 1.2. If f is holomorphic and f'(z) =0 then df =0 and f is locally constant.

Proof. Since f = u+iv is holomorphic we have % =0 and f’(z) = 0 is equivalent

to % = 0. Then by equation 2 we get df = 0. This means that the functions u,v are

locally constant. O
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Interpretations of the CR conditions and harmonic functions

The differential df is related to the Jacobian matrix as follows

dz Uy U dz
=7 (dy) - (vac vz) (dy>

Now if f is holomorphic the Cauchy-Riemann’s equations are:

Up Uy\  [Up —Uy
Uy Uy ) \Up Uy
Which means that the Jacobian matrix is given by multiplication against the complex

number u, +iv,. Namely, J; is the 2 X 2 matrix associated to the multiplication by
Uy +10,.

From the geometric interpretation of the multiplication by complex numbers we get
that near zy if f’(z9) # 0 the behavior of f is like a rotation followed by an expansion.
In particular a point where f’(z) can not be a minimum or a maximum of |f(2)]|.

Here is another interpretation of Cauchy-Riemann’s equations. Let us write the
gradient Vu as a complex number

Vu = u, +iu,

Then the gradient Vv = v, +1iv, is obtained from Vu by a 90° counterclockwise. That
is to say,

Vv =1iVu
In general if a vector field is a gradient then its 90° counterclockwise rotation is not a
gradient.

Another easy but important observation is the harmonicity of the functions wu,v.
Namely, if f = u 4+ iv is holomorphic then

{Au:um—l—uyyzo

o B (6)
V= Ugz + 0y =0

Indeed, uyy = Vyz = Uy = —Uyy and so Uy, + Uy, . But also notice that
A 99 (10 10\[(1d 10\ mztin
—_ = —— = ——+—— _ = —_—
4 020% 20 210y 20  2i0y 4
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Analytic functions.

A complex function f is called analytic if around each point zg of its domain the function
f can be computed by a convergent power series. More precisely, for each zy there exists

€ > 0 and a sequence of complex numbers (ag, ay,---) such that
f(2) =ag+ai(z — 2) +ag(z — 20)* + -+ = Zak(z — )" (7)
k=0

for |z — 2| < €.

If f is analytic then f and all its derivatives are holomorphic. The derivatives
can be computed as the derivatives of a convergent power series,i.e. by deriving term by

term. In particular,
an

F(2) = por]

which shows that the expression of f as a power series at zy is unique.

If the power series (7) is convergent for all z € C, i.e. not just for |z — zo| < €, the
function f is called entire function.

An important example of entire function is the exponential e* defined by the power
series:

52 < Lk
k=0
Notice that the derivative of e* is itself.

A simple computation shows the Euler’s formula
e'? = cos(f) + isin(f)

for 0 € R.

The geometric series
g(z)=1+z2+2"+2"+---

is convergent for |z| < 1 and so g(z) is holomorphic. If |z| <1 then

1—-2)g9(z)=14+z+22+ - —z—-22—... =1
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SO

1
9(z) = 17—
The series ) 5 A
z z z
G(z) = T T
(2) z+2+3+4+

is also convergent for |z| < 1 and G'(2) = g(z).

Notice that (1—2)e“*) =1 for all |z| < 1. So G(z) can be regarded as the logarithm

1
of .
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